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Instructions

Science Platform is an emerging cloud-based technology for processing and exploratory 

analysis of big data sets in astronomy and earth sciences. The goal of the thesis is the  

design, implementation, testing and integration of several data analysis modules 

needed for performing selected machine learning  methods on a  large volume of 

astronomical spectra (namely active deep learning and  dimensionality reduction as e.g.  

tSNE, PCA, UMAP) including various methods of preprocessing and data visualization. 

This thesis is  complemented by the thesis of  Olexandr Burakov focused on development 

of a cloud infrastructure allowing to launch  these modules according to simple workflow 

manager through custom API.  

The key tasks are:

1)  Analyse data and parameters requirements  of the typical machine learning 

procedures applied on spectra, mainly the active deep learning and tSNE.

2)  Identify the best  libraries for performing  selected algorithms of pre-processing, 

active deep learning and dimensionality reduction as well as solutions for Big Data 

visual analysis.  

3)  Wrap such data analysis modules by the API defined in thesis of O. Burakov.

4)  Prepare simple workflow scripts  allowing to run the modules through the above 

mentioned API.

5)  Demonstrate the correct functionality of workflows on a  suitable data sets (e.g. 

LAMOST or SDSS spectra).
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6)  Integrate the modules with the help of O. Burakov into  his cloud infrastructure

7) Discuss the performance and  flexibility of your solution and suggest future 

improvements and extensions towards much larger and different type of astronomical 

data sets (e.g. light curves, images).

Recommended literature and suggested tools and libraries will be provided by 

supervisor.
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Abstract

The aim of this thesis was to implement analysis modules for applying selected
machine learning methods on astronomical spectra. As a result of this thesis
preprocessing, active deep learning, dimensionality reduction modules, and the
front-end part for a cloud-based platform were implemented. All modules are
runnable from the terminal. Moreover, preprocessing and active deep learning
modules can be launched through a web interface. Using those modules enables
to find interesting and unusual astronomical spectra.

Keywords web application, astronomical spectra, active learning, prepro-
cessing, deep learning, dimensional reduction, React, Python, LAMOST DR2

Abstrakt

Cílem této práce bylo implementovat analytické moduly pro aplikaci vybraných
metod strojového učení na astronomická spektra. Výsledkem této práce byla
implementace modulů předzpracování, aktivního hlubokého učení, redukce di-
menzí a front-endové části pro cloudovou platformu. Všechny moduly jsou
spustitelné z terminálu. Moduly předzpracování a aktivního hlubokého učení
lze navíc spouštět prostřednictvím webového rozhraní. Použití těchto modulů
umožňuje vyhledávat zajímavá a neobvyklá astronomická spektra.

Klíčová slova webová aplikace, astronomická spektra, aktivní učení, předzpra-
cování, hluboké učení, redukce dimenzí, React, Python, LAMOST DR2
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Introduction

The datasets in astronomy are vast, with some observatories gathering ter-
abytes of information daily. This sheer volume exceeds the capabilities of
manual processing and analysis. Therefore, astronomers use machine learning
algorithms to identify valuable data. [1]

The VO-CLOUD platform provided opportunities for processing and ana-
lyzing large astronomical data [2, 3]. Currently, it requires refactoring.

The aim of this thesis was to design, implement, and integrate several data
analysis modules necessary to apply selected machine learning methods on a
large dataset of astronomical spectra. That is, pre-processing, active deep
learning, and dimensionality reduction. In addition, a new front-end was de-
veloped. This thesis is complemented by the thesis of Olexandr Burakov, who
developed the platform’s infrastructure. The preprocessing and active deep
learning modules were integrated into the back-end, while the dimensionality
reduction module was left standalone.

This thesis commences with an analytical chapter that provides an overview
of astronomical data, a review of module analyses, and a discussion of the VO-
CLOUD platform. The second chapter details the configuration of each module
and the selection of technologies used in the front-end. The third chapter
discusses the implementation and integration of analysis modules, alongside
the development of the front end. Finally, a review of the implementation, its
performance, and potential improvements in features are given.

In this thesis, the code [4] developed by Ing. Ondřej Podsztavek during his
bachelor’s thesis [5] and writing the article [6] was utilized.

1



Chapter 1

Analysis

1.1 Astronomical data
In this section, the astronomical spectrum and its properties are discussed,
and file formats are reviewed to store such data.

1.1.1 Astronomical spectroscopy
Spectroscopy is one of the most important tools in astronomy for exploring the
universe. It enables the identification of chemical compositions and physical
properties of astronomical sources. [7]

1.1.2 Astronomical spectrum
Spectrum is a plot that shows the intensity of emitted light over a range of
energies. Each spectrum contains a wide variety of data. [8]

1.1.2.1 Electromagnetic spectrum
White light(visible or optical light) can be divided into its constituent colors,
resulting in the rainbow. A rainbow is a continuous spectrum that displays
the varying light energies present in white light. The electromagnetic spectrum
includes a variety of light energies beyond white light. It covers all energies of
light, extending from low-energy radio waves, through microwaves, infrared,
optical light, ultraviolet, high-energy X-rays and gamma rays. [8]

2



Active deep learning 3

1.1.3 Storage format
The next subsections describe the files format in which astronomical data are
often stored.

1.1.3.1 FITS
Flexible Image Transport System (FITS) is the data format most commonly
used in astronomy for transporting, analyzing and storing scientific data files.
FITS is mainly used to store scientific data set presented as multidimensional
arrays and 2-dimensional tables structured into rows and columns containing
data. [9]

1.1.3.2 HDF5
The Hierarchical Data Format version 5 (HDF5) is a file format supporting
massive, complex, and diverse data. HDF5 can be seen as a file system con-
tained within a single file. In HDF5, directories are called groups and files are
called datasets. Groups may include other groups or datasets inside them.
Datasets include the actual data in the file, and are often contained in other
groups. Moreover, each group and dataset may have metadata, which describe
the data within them. [10]

1.1.4 LAMOST data
The Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST)
is located in China. The second LAMOST data release 2 (DR2) contains
4,136,482 spectra. The wavelengths of the LAMOST spectra cover the range
of 3100-9100 angstrom(Å), where one angstrom is equal to 10−10 meters. The
LAMOST DR2 contains:

3,784,461 stars.

37,206 galaxies.

8,630 quasars.

306,185 unknown objects. [11]

1.2 Active deep learning
Using standard machine learning algorithms on astronomical spectra data
without a proper training set would give an inaccurate result. This is why
the convolutional neural network (CNN) should be applied, as it has been
used effectively in astronomy and astrophysics. However, applying CNN alone
is insufficient, they must be combined with class balancing and active learning
for effectiveness. [6]
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1.2.1 Deep learning
Traditional machine learning approaches had constraints in processing raw
data. For years, developing an effective machine learning system required
thorough research to create a transformation from raw data to a representation
or feature vector, which is utilized by the learning system for data classification.
To remove this constraint, representation learning is used; it can take raw
data and automatically extract representations. Deep learning approaches are
a form of representative learning with multi-layer representations, consisting
of non-linear modules, where each module transforms the representation from
one level to a higher-level representation. [12]

Numerous deep learning applications use feedforward neural networks, which
aim to map inputs and outputs of consistent size. To move between layers,
a group of units computes a weighted sum of their inputs derived from the
preceding layer and then applies a linear function to this result. [12]

1.2.2 Convolutional neural networks
The convolutional neural network (CNN, ConvNet) is a type of deep feedfor-
ward network that handles data in multiple arrays. Typical CNN is organized
as a series of stages. The first few stages consist of two types of layers: convo-
lutional layers and pooling layers. In a convolutional layer, units are formed
in feature maps, where each unit connects to specific areas in the feature maps
of the earlier layer through a collection of weights, which are named a filter
bank. The output of the locally weighted sum is fed into a non-linear function.
One instance of a filter bank is shared between all units in one feature map.
Each feature map in a layer uses distinct filter banks. The feature map carries
out a filtering operation as a discrete convolution. In the pooling layer, similar
features are combined into one. [12]

1.2.3 Class balancing
Usually, labeled target spectra are less common compared to labeled non-
target spectra. Hence, the labeled training data will be unbalanced and the
target spectra will represent a small minority. To overcome this problem, the
synthetic minority oversampling technique (SMOTE) will be applied. SMOTE
will equate the count of labeled target spectra with the count of labeled non-
target spectra. [6]

1.2.4 Active learning
Active learning is a specialized subfield of machine learning in which the learner
selects the most informative sample for labeling. This concept not only im-
proves algorithm performance, but at the same time reduces the amount of
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training samples, which is essential detail since sometimes obtaining large
amount of training samples is challenging. Active learning solves this problem
by querying the oracle to label selected unlabeled samples. [13]

There are several types of active learning scenarios, in this thesis work
pool-based active learning is used, where the learner selects an unlabeled
sample from a static pool [13].

1.2.4.1 Query Strategy
Active learning requires the evaluation of the informativeness of the unlabeled
sample. The most basic and widely used query strategy is the uncertainty
sampling. In this strategy, the learner queries the samples where it is least
confident. The uncertainty measure will be calculated through the entropy:

x∗ENT = argmax
x

−
∑
i

P (yi | x; θ) logP (yi | x; θ).

where yi covers all possible labels. [13]

1.2.5 Performance estimation
Monitoring the CNN’s performance is necessary for determining when to end
active learning iterations. Active learning stops when newly labeled spectra
no longer increase CNN performance. Performance precision estimated as:

precision =
TP

TP + FP

where TP (truly positive) represents the count of correctly predicted target
spectra and FP (false positive) represents the count of incorrectly predicted
target spectra. [6]

1.3 Spectra preprocessing
To utilize active deep learning, spectral data have to be structured as a mat-
rix, where each row corresponds to an individual spectra sample, while each
column corresponds to a flux measurement at specific wavelengths. Thus, each
spectrum needs to be transformed to have the same wavelengths [5]. A specific
interval of wavelengths and uniform points within it will be selected.

After that, the min-max normalization is applied, which will scale the
spectral flux into a unit-less range from -1 to 1 using equation [6]:

x′ = 2 · x−min(x)

max(x)−min(x)
− 1

Where x is an unscaled spectrum and x′ is a scaled spectrum. This was done
for the following reasons:
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Spectra are classified according to their forms [6].

The value of [-1, 1] is suitable for applying CNN [6].

Spectra will map to the same space after dimensionality reduction [5].

1.4 Dimensionality reduction
Following preprocessing, each spectrum is represented as a point in high-
dimensional space. In order to better understand the data, dimensionality
reduction should be used. [5]

t-Distributed Stochastic Neighbor Emedding(t-SNE) dimensionality reduc-
tion algorithm that transforms each point from a high-dimensional space to
a point in 2-dimensional or 3-dimensional space. t-SNE is like Stochastic
Neighbor Embedding(SNE), but it applies a heavy-tailed distribution in a
low-dimensional space, which solves the disadvantages of SNE. [14]

1.5 VO-CLOUD
VO-CLOUD is a distributed system for applying machine learning algorithms
on big astronomical data. The user invokes these algorithms as computational
tasks called jobs [2, 3]. Currently, VO-CLOUD requires refactoring because
certain functionalities are non-operational(such as using Jupyter [15], launch-
ing jobs), and adding new functionalities to the system is impossible. The
platform’s infrastructure was developed by Olexandr Burakov.

The front-end part needs to be refactored for the following reasons:

VO-CLOUD uses XHTML that is no longer supported [16].

The back-end is responsible for generating HTML for the front-end, which
means that any change to the user interface requires modifications in the
back-end code.

Jobs at the end of their completion must produce HTML code that displays
the result. [2]

1.5.1 Active deep learning job
One of the VO-CLOUD’s jobs was an active deep learning job developed by
MUDr. Tomáš Mazel Ph.D. This job used a CNN model [4] developed by
Ing.Ondřej Podsztavek. For saving the result CSV [17] files were used, while
the metadata was stored using Elasticsearch [18]. [19]

However, this job also requires refactoring primarily because the code [20]
is difficult to maintain:
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Functions contain too much code and accept too many parameters (some-
times unused).

The code is highly nested.

Code is not logically divided to smaller function or modules.

In addition, storing large astronomical datasets in a CSV file can result in
excessive memory usage and considerably slow down the processes of reading
and writing [21].

1.6 Requirements
Requirements are often divided to two types:

1. Functional: outlines the types of functionalities the system must possess.

2. Non-functional: outline the necessary quality constraints that functionali-
ties must satisfy. [22]

1.6.1 Functional requirements
1. The user can launch modules from the terminal.

2. The user can create preprocessing and active deep learning tasks (jobs)
using JSON configuration files and launch them through the web interface.

3. The user can abort running jobs through the web interface.

4. The user can delete jobs through the web interface.

5. The user can view a list of all jobs.

6. The user can download the results of successfully finished jobs.

7. The user can upload, download, and delete files and directories from the
platform’s storage.

8. After completing the active deep learning job, the user can see the plot of
the raw and preprocessed spectrum and some of their metadata.

9. After completing the active deep learning job, the user can label samples
and evaluate the job’s performance.
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1.6.2 Non-functional requirements
1. The preprocessing and active deep learning modules are integrated into the

platform infrastructure.

2. If the displayed job is still running, the system will check every 10 seconds
the status of the job until the job is finished.

3. The user can not delete the processing job.



Chapter 2

Design

In this chapter, module analysis and front-end design will be discussed.

2.1 Analysis modules
Just like in VO-CLOUD [2, 3] each module is configured with a JSON file and
outputs some files. The preprocessing and active deep learning module can be
launched through the web interface. All modules can be launched from the
terminal. Nevertheless, it is recommended to use the web interface.

In the preprocessing and active deep learning module, the code [4] devel-
oped by Ing. Ondřej Podsztavek during his bachelor’s thesis [5] and writing
the article [6] will be used.

2.1.1 Active deep learning module
In this module CNN model [4] developed by Ing. Ondřej Podsztavek will be
used. It has an input layer containing 140 units and an output layer containing
3 units with softmax activation. In the convolutional layer all filters with size
3 pixels and without padding. The initial two layers contain 64 filters, the
subsequent two contain 128 filters, and the final pair of layers features 256
filters. Following every two convolutional layers, there is a max-pooling layer
with a size of two pixels with a stride of two. After the final max-pooling layer,
there are two fully-connected layers, each containing 512 units, with a dropout
rate of 0.5 applied during training. Model is implemented using Tensorflow
framework. [5]

The TensorFlow framework is developed by Google. It provides a wide
range of tools and libraries for machine learning. TensorFlow has been applied
both within computer science and across other scientific fields. [23]

9
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2.1.1.1 Configuration file
Some of the following parameters were also present in the previous implemen-
tation of the active deep learning module [19]. Parameters for model training,
prediction, and saving, and a path to the performance estimation file were
added.

iteration: iteration number.

training_data_path: path to the HDF5 file that contains training data.

pool_data_path: path to the HDF5 file that contains the pool data.

classes: list used for spectra classification.

candidate_classes: list of candidate classes.

training_data_to_add_path: path to HDF5 file containing the oracle
spectra.

oracle_data_to_add_path: path to JSON file containing labels for
oracle spectra. Those spectra and labels will be added to the training
data.

oracle_batch_size: the number of spectra that need to be labeled by
the oracle. The default value is 100.

perf_est_batch_size: the number of spectra to calculate the perfor-
mance estimation. The default value is 10.

perf_est_list_path: path to JSON file consisting of performances from
previous iteration. Is required starting from second iteration.

show_candidates: if true, shows spectra that were predicted as candi-
date class, otherwise does not. The default value is false.

save_model: if true, saves model. The default value is false.

epochs_train: number of iterations to train the model, one interaction
goes through the entire training data [24]. The default value is 6400.

batch_size_train: sample count for every gradient update [24]. The
default value is 64.

min_delta_train: change in the monitor metrics that can be treated as
improvement [25]. The default value is 0,004.

patience_train: number of epochs without improvements after which
model training is terminated [25]. The default value is 10.
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batch_size_predict: samples count per batch [24]. The default value is
16384.

Similar to the previous implementation of the active deep learning module [19],
iterations start from 0. The 0 iteration is distinct, serving specifically to pre-
pare the initial training data without applying deep learning. The default
values for model training and prediction were hard-coded in code [4], which is
why they were chosen as default ones.

Provided HDF5 files must have filenames, wave, fluxes datasets. Addi-
tionally, for training data labels dataset is required, which contains integer
corresponding to the classes indexes.

2.1.2 Preprocessing module
For spectra transformation, the NumPy 1.25.0 library is used. It is a scien-
tific computing library in Python that provides a multidimensional array and
various fast operations on them. [26, 27]

For spectra scaling, the scikit-learn 1.6.1 library is used, which provides
various machine learning algorithms. [28, 29]

2.1.2.1 Configuration file
Preprocessing module configuration parameters:

wave_start_point: starting wavelength in angstroms.

wave_end_point: ending wavelength in angstroms.

wave_point_count: count of fluxes within the selected wavelength in-
terval.

data_dir_path: path to directory that contains LAMOST DR2 spectra
in FITS files.

2.1.3 dimensionality reduction module
For dimensionality reduction scikit-learn 1.6.1 [29] library is used.

2.1.3.1 Configuration file
The configuration file will contain only two parameters:

data_path: path to HDF5 containing pre-processed spectra.

classes: classification classes.

Provided HDF5 files must have fluxes and labels datasets.
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2.2 Front-end
In the next subsections, various web frameworks and technologies are dis-
cussed.

The design of the web interface will be similar to the design of the VO-
CLOUD [2, 3, 19] platform, which will help current users transition to the new
web interface without any need to relearn the user interface.

2.2.1 Angular
Angular is a web framework created by Google that relies on TypeScript. It
employs two-way data binding, allowing real-time synchronization between the
data model and the user interface. Through the use of dependency injection,
developers can craft modular components that are both easy to maintain and
test. Additionally, Angular provides built-in libraries that offer extensive fea-
tures like routing, form management, and more. [30, 31]

Angular’s learning curve is steep due to its complex architecture. Angu-
lar applications generally have larger bundle sizes of data compared to other
frameworks due to the integration of numerous libraries and features. This
results in slower loading times. To solve these issues, specific strategies or pat-
terns must be applied. Using Angular for a small application may lead to poor
performance. Angular is frequently updated, leading to refactoring of existing
code. [31]

2.2.2 React
React is a library developed by Meta company for building user interfaces.
It uses JavaScript Syntax Extension (JSX), which combines JavaScript and
HTML, and is used for creating React components. These components are
reusable and can be combined with other components to form a complex user
interface. Data between components is passed in one direction, from the parent
component to the child component. One of the important React features is a
virtual DOM(Document Object Model), which is an instance of the original
DOM [32]. Updating the entire DOM is slow, but the virtual DOM only
updates the specific parts, making updates much more efficient. [33, 34].

React is regularly updated, requiring developers to always monitor changes.
Due to frequent updates, the React documentation may not be immediately
updated. Without proper optimization, components may cause unnecessary re-
renders. React serves as a library for building user interfaces, not a full-fledged
framework, which leads to the necessary integration of certain technologies and
libraries. [34, 35]
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2.2.3 Next.js
Next.js is a framework developed by Vercel for building web applications using
React components. In a Next.js application, the HTML page is rendered on
the server side, and then React makes it interactive on the client side using
JSON data and JavaScript. In addition, it supports statically generated web
pages. Instead of manually creating routes for the web application, they are
generated from the folder structure of the web application. When a page is
loaded, not all scripts are downloaded, they will be downloaded as needed,
which improves application performance. Next.js enables the creation of API
Routes, which can be used to create your own endpoints. [34, 36]

Similar to Angular and React, Next.js receives regular updates, requiring
developers to spend more time learning new features and refactoring existing
projects. Next.js has a hard learning curve, it introduces some concepts that
are hard to learn. Connecting routing logic directly to pages complicates page
maintenance. As the application expands, the build time increases. [34, 37]

2.2.4 Considerations
Currently, the front-end needs to support only a certain number of function-
alities:

1. Displaying jobs with pagination.

2. Using the platform’s file system.

3. Creating, launching, aborting, and deleting a job.

4. Downloading the result of the job.

5. Spectra labeling.

These functionalities do not require complex logic. Thus, using Next.js or
Angular framework for their development is not necessary. Hence, React was
chosen to implement the front-end.

Moreover, Vite build tool will be used, which provides faster development.
It has a dev server containing superior features compared to native JavaScript
modules [38]. The Tailwind CSS framework is applied for styling, offering
classes that can be combined to create new designs [39]. JavaScript will be
replaced with TypeScript [40] due to its static typing.
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Implementation

In this chapter, data analysis modules and the front-end implementation will
be discussed.

3.1 Modules
Each module takes two parameters: the path to the configuration file and the
path to the directory where the result of the module will be saved.

3.1.1 Code modification
The code written by Ing. Ondřej Podsztavek requires modification, since it is
programmed to process the wavelength of the spectra within the interval from
6519Å to 6732Å, using 140 uniform points along this range, and classifies the
spectra into three distinct classes.

3.1.2 Active deep learning
CNN model [4] was updated, now it works with different numbers of classes,
waves, and uniform points. The model training and prediction parameters are
now configurable. After loading the configuration, the workflow of the module
for the first and further iterations:

1. Reads training and pool data. Duplicate data is removed. Additionally,
any training data present within the pool dataset is also excluded from
the pool. The consistency between waves from training and pool data is
verified to ensure they match.

2. After successful loading, training data is balanced, then the model training
and prediction starts.

14
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3. For each spectrum, the entropy is calculated, and label with the highest
probability is taken.

4. Selecting spectra with the highest entropy for oracle labeling. Identifying
spectra predicted as candidate classes and a random subset of those spectra
for performance estimation.

5. Necessary files are created, and the result is saved to an HDF5 file.

Workflow for zero iteration is simpler; it only takes the first count of the spectra
from the pool data for labeling and creates files.

3.1.2.1 Output
After successful completion, several files were created:

1. training_data.h5: HDF5 file containing training data from current job.

2. new_config.json: configuration file for next iteration.

3. dim_reduc.json: contains data for scatter plot after t-SNE applying on
training data. Will not be created in zero iteration.

4. perf_est_list.json: contains performances from previous iterations. Will
not be created in zero iteration.

5. result.h5: HDF5 file containing the result of the job with the following
datasets:

filenames: contains the filenames of LAMOST DR2 spectra.
wave: contains preprocessed waves.
fluxes: contains preprocessed fluxes.
labels: contains labels predicted by CNN.
entropies: contains entropies(informativeness) of spectra.
oracle_indexes: contains the indexes of spectra, which were selected
for labeling.
perf_est_indexes: contains the indexes of spectra, which were se-
lected to calculate the performance estimation.
candidate_indexes: contains the indexes of spectra, which were pre-
dicted as candidate class. Will not be created if the show_candidate
parameter in the configuration is false.

Using indexes from oracle_indexes, perf_est_indexes, candidate_indexes
on the filenames or fluxes dataset, you will obtain the corresponding spec-
trum filename and fluxes.
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3.1.3 Preprocessing
Spectrum wave and fluxes are now configurable. After loading the configura-
tion, the workflows of module:

1. Transform new wave for spectra.

2. Reads each spectrum filename, wave and fluxes from FITS file in the pro-
vided directory, and transform fluxes.

3. After reading and transforming all spectra, applies fluxes scaling.

4. Saves the result.

3.1.3.1 Output
The result will be saved to HDF5 file result.h5 with the following datasets:

1. filenames: contains the names of spectra.

2. wave: contains preprocessed waves.

3. fluxes: contains a list of preprocessed fluxes.

3.1.4 Dimensionality reduction
Workflow of the module after loading the configuration:

1. Reading fluxes and labels from the provided HDF5 file.

2. Applying t-SNE algorithm on fluxes.

3. Constructing the plot.

4. Saving the result.

from sklearn.manifold import TSNE

tsne = TSNE(random_state=42)
fluxes_embedded = tsne.fit_transform(fluxes)

Code listing 3.1 Example of application of t-SNE method.

3.1.4.1 Output
The result of the module is a picture of a constructed scatter plot after applying
t-SNE and dim_reduc.json file containing data for recreating the scatter
plot.
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3.1.5 Integration
After the modules were implemented, with the help of Olexandr Burakov they
were integrated into an infrastructure he had developed. The dimensionality
reduction module was not directly integrated, but is invoked inside the active
deep learning module to visualize the training data. Together with Olexandr
Burakov we refactored the module’s code to match his coding style, added
configuration validation and documentation.

LAMOST DR2 FITS files are divided into many directories. In the infras-
tructure, all these directories are located in one root directory. When writing
the configuration for the preprocessing job, the path to the directory contain-
ing LAMOST DR2 FITS file needs to be written relative to the root directory,
for example /name_of_directory.

Moreover, spectra that were selected for oracle labeling, performance es-
timation, and were predicted as candidate classes, are saved to the database
using the API that was defined by Olexandr Burakov.

3.2 Front-end
In this section, the structure and functionalities of the implemented front-end
are discussed. Moreover, active deep learning job has been shortened to active
learning job.

3.2.1 Styling
As was said before, for styling Tailwind CSS [39] framework is used. The
following code demonstrates styling a button using Tailwind classes:

<button className="p-2 bg-blue-600 text-white rounded
cursor-pointer disabled:opacity-50 hover:bg-blue-800">↪→

button text
</button>

Code listing 3.2 Example of button

The button that is produced has a blue background with white text and
rounded edges. When hovered over, the background becomes darker and the
cursor changes to a pointer. If the button is disabled, its opacity decreases
to 50 %.

3.2.2 Communication with infrastructure
All communication between the front-end and the platform infrastructure oc-
curs over a RESTful API [41]. When the front-end sends an HTTP [42] re-
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quest(creating a new job, starting a job, uploading a file, etc), the infrastruc-
ture accepts the request and executes the corresponding workflow. Figure 3.1
demonstrates the entire platform model.

Figure 3.1 New platform model.
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3.2.3 Pages
The navigation bar is fixed on all pages to navigate through the web interface.

Figure 3.2 Home page and navigation bar.

3.2.4 Job listing
The list of jobs is displayed in a table using pagination and shows the phase,
type, identifier, label, timestamps, and execution duration of each job. For
enhanced clarity, jobs are color-coded according to their phase:

PENDING – white. The job is created, but is not started.

PROCESSING – yellow. The job is running.

ABORTED – purple. The job was aborted during the PROCESSING
phase.

ERROR – red. The job ended with an error.

COMPLETED – green. The job successfully completed.

If at least one job in the list is in the PROCESSING phase, every 10 seconds,
the job’s phase will be checked until the job is finished. To view more detail
about job’s detail,

Figure 3.3 Job listing.
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3.2.4.1 Job creation
To create a new job, click on the appropriate button above the job table.
After that, the form creation needs to be filled, label and configuration fields
are required, description is optional. The user can fill configuration in one of
the following ways:

Write the configuration directly.

Upload the configuration file. After uploading, the contents of the file are
displayed for the user to review and edit.

Upload the template and then edit it. The template will contain all con-
figuration fields for this job.

An error message will be displayed if the label is empty, or the configuration
is empty or invalid. After successful job creation, the user will be redirected
to the job’s detail page.

Figure 3.4 Active learning job’s creation form.

3.2.4.2 Job Detail
The user can view the job details on this page and control its execution: start-
ing, aborting, and deleting. Deletion is not allowed if the job is in the PRO-
CESSING phase. After the job is finished log file is created, and regardless
of whether it is in ABORTED, ERROR, or COMPLETED phase, the job can
not be restarted. Similar to the job listing page, if the job is in the PROCESS-
ING phase, every 10 seconds, the job’s phase will be checked until the job is
finished. Moreover, the user can view and download files in the job directory.
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Once a job has been successfully finished, it transitions into the
COMPLETED phase. In this phase, the user can view the job results. For
the preprocessing job, the user can only download the result file. However, the
active learning job detail page has additional functionalities.

Figure 3.5 Job’s information and files on job’s detail page.

In the COMPLETED phase of the active learning job, the user reviews
several spectra and can label them. Each spectrum will be colored depending
on its set:

ORACLE – gray. Spectra selected for oracle labeling.

PERFORMANCE_ESTIMATION – orange. Randomly chosen spec-
tra to evaluate performance.

CANDIDATE – blue. Spectra predicted as candidate classes.

The user labels the spectra using radio buttons and has the option to
add a brief comment to each spectrum. For navigating between spectra prev
and next buttons are used, Additionally, upon selecting the radio button, the
next spectrum in the list will be automatically selected. After clicking submit
button following steps is happens:

Saving labeled and commented spectra to the database.

If any oracle spectrum were labeled, names and labels of all user labeled
oracle spectra will be saved to the oracle_data.json file, which is used in
the next iteration to adding oracle spectra to the training data.

If all spectra from PERFORMANCE_ESTIMATION set were labeled, per-
formance for current iteration will be calculated and the result will be saved
to perf_est_list.json file.
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It is not mandatory to label every oracle spectrum, at least one is enough.
However, for estimating performance, all spectra from PERFORMANCE_ES-
TIMATION set need to be labeled. If the user attempts to start the job for
the next iteration without estimating the performance for the current iteration,
the job will fail.

Information about labeling displays how many spectra from ORACLE and
PERFORMANCE_ESTIMATION set are labeled and saved. The user can
view a scatter plot of training data after t-SNE is applied, and view a plot
of performance by clicking corresponding buttons, those buttons are not pre-
sented if job’s iteration is 0.

Figure 3.6 Spectrum labeling.

Labels for figure 3.7 and values for figure 3.8 were randomly generated for
illustration purposes.

Figure 3.7 Plot of training data containing 60 spectra after applying t-SNE.
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Figure 3.8 Performance estimation plot.

The user can view the preprocessed plot of the currently selected spectrum.
In addition, the user has the option to view a raw plot and metadata of the
current spectrum by clicking the button under the preprocessed plot.

Figure 3.9 Plot of preprocessed spectrum.

The Plotly [43] library is used to render interactive plots. A specific area
of a plot can be zoomed in on by drawing a box, or the plot can be panned. To
switch between these two modes, the user needs to hover over the plot; several
buttons will then appear in the top-right corner, and the user can click the
desired one. To restore the initial view, the user can double-click on the plot
or click the “reset axes” button in the top-right corner. By hovering over a
data point, the user can see its value. In addition, the user can download an
image of the plot. See code listing 3.3 to view an example of rendering a plot.

3.2.4.3 File system
�On this page, the user can interact with the platform’s storage, which is
displayed as a file system. Initially, files are displayed along with their size in
bytes and the date they were last modified, followed by a list of directories.
Directories are distinguishable from files by being underlined and highlighted
in blue. To open a directory, the user needs to click on its name. The user can
also create new directories and upload files. If a file with an identical name as
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import React from 'react';
import Plot from "react-plotly.js";

interface PlotProps {
title: string;
waves: number[];
fluxes: number[];

}

const SpectrumPlot: React.FC<PlotProps> = ({title, waves,
fluxes}) => {↪→

return (
<div>

<Plot
data={[{ x: waves, y: fluxes}]}
layout={{

title: {text: title},
xaxis: {

title: {text: 'Wavelengths'},
zeroline: false

},
yaxis: {

title: {text: 'Fluxes'},
zeroline: false

},
autosize: true

}}
style={{width: '100%', height: '100%'}}

/>
</div>

);
};

export default SpectrumPlot;

Code listing 3.3 Example of plot rendering component.
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the uploaded file exists in the directory, this file will be overwritten. Deleting
a directory removes all the contained files and subdirectories as well.

Figure 3.10 Displaying file system.

3.3 Workflow
A typical user workflow proceeds as follows:

1. The user opens the preprocessing job creation page, fills the form, submits
it, and starts it. The system runs a preprocessing job and saves the result.

{
"wave_start_point": 5000,
"wave_end_point": 6500,
"wave_point_count": 150,
"data_dir_path": "/B6001"

}

Code listing 3.4 Example of preprocessing job’s configuration file.

2. Once the preprocessing job is completed, the user navigates to the active
learning job creation page. The user fills out the form and specifies in
the configuration that it is the zero iteration, also sets the path to the
preprocessing job result to “pool_data_path” parameter. Then, the
user submits and starts the job. After the zero iteration is completed,
only the ORACLE spectra are displayed for the labeling. After completing
labeling, the user starts the first iteration using either the configuration file
created by zero iteration or by completing it manually.

3. After the regular iteration of the active learning job completes success-
fully, the user estimates the performance of the iteration, views the plot of
performance, and if satisfied, ends the work, otherwise starts labeling the
ORACLE spectra and starts the next iteration.
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{
"iteration": 0,
"pool_data_path": "/pool_data_dir/pool_data.h5",
"classes": [

"other",
"single peak",
"double peak"

],
"candidate_classes": [

"single peak",
"double peak"

],
"oracle_batch_size": 100

}

Code listing 3.5 Example of active learning job’s configuration file for zero itera-
tion.

{
"iteration": 1,
"pool_data_path": "/pool_data_dir/pool_data.h5",
"training_data_path":

"training_data_dir/training_data_path.h5"↪→

"classes": [
"other",
"single peak",
"double peak"

],
"candidate_classes": [

"single peak",
"double peak"

],
"oracle_batch_size": 30,
"perf_est_size": 10

}

Code listing 3.6 Example of active learning job’s configuration file for first and
subsequent iterations.

3.3.1 Launching
The front-end is containerized and orchestrated using Docker Compose [44].
By executing docker compose up command the front-end will be launched
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without further setup or configuration.

FROM node:20-alpine
WORKDIR /app
COPY package*.json ./
RUN npm install
COPY . .
EXPOSE 10300
CMD ["npm", "run", "dev"]

Code listing 3.7 Front-end Dockerfile.

services:
ml-job-client:

image: ml-job-manager-client
container_name: ml-job-manager-client
build:

context: .
dockerfile: Dockerfile

ports:
- "10300:10300"

Code listing 3.8 Front-end Docker Compose file.
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Discussion

4.1 Performance
The preprocessing and active deep learning modules performance depends on
their configuration, since their core logic remains unchanged and only their
parameters are now configurable.

The preprocessing module, where the wavelength range was set from 5000 Å
to 8500 Å with 1000 uniform points, processed 2431 LAMOST DR2 FITS files
completed in 28.05 s. Active deep learning module was launched on NVIDIA
GeForce GTX980 GPU with training data consisting of 1000 samples and
pool data containing 2431 samples, where each spectrum has wavelengths rang-
ing from 5000 Å to 8500 Å and 1000 flux counts, and it took 44.23 seconds.

When creating a new directory, the front-end does not re-fetch the list con-
taining all files and directories. Instead, after receiving a successful response,
the newly created directory is added to the existing list in the web interface.
The same logic applies to file uploading, file and directory deletion, and com-
mitting spectrum labels and comments. This approach reduces the load on
the infrastructure.

4.2 Future improvements
Some improvements written below requires corresponding back-end extension.

Improve user interface design. Make it more user-friendly, for example,
replace the JSON file configuration with a form-based input method.

After labeling spectra on the active learning job details page, enable the
user to start the next iteration from that page.

Integrating user authentication and logging. Implementing access control
based on roles.

28
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Uploading multiples files. Deleting multiple files and directories.

Using custom model dialog instead of browser synchronous dialog, as it
blocks the whole page until the user responds.

Enabling to work with the other astronomical data.

Adding new types of jobs for processing astronomical data.

Adding new analysis modules for processing astronomical data.

Instead of checking every 10 seconds the job’s status by sending a request
to the server, use a websocket.
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Conclusion

The primary goal of the thesis was to design, implement, and integrate analysis
modules - preprocessing, active deep learning, and dimensionality reduction.
All three modules can be launched from the terminal. Moreover, the front-
end was developed, which enables the launch of preprocessing and active deep
learning modules through the web interface.

The aim of the thesis and all requirements were fulfilled. The preprocessing
module processes the raw spectra, enabling the application of the active deep
learning module. This module can help identify interesting or unusual spectra.
Meanwhile, the dimensionality reduction module improves the comprehension
of the data. Through the web interface, the user can conveniently and easily
launch these modules.

30



Appendix A

Launching the programs

For launching modules from terminal go to modules directory and run following
commands:

python -m venv env
source env/bin/activate
pip install -r requirements.txt
env/bin/python /directory_name/file_name config_path

result_directory↪→

Code listing A.1 Example of module launching.

Main file of each module has the name job_*.py
For running front-end and infrastructure(back-end), go to ml-job-manager-

client and ml-job-manager directories and run ”docker compose up” from ter-
minal. When building a container for the back-end, it will take 65-75 GB
of disk space. The front-end will run on localhost:10300, the back-end API
will run on localhost:10000. After starting the container /ml-job-manager di-
rectory is created, this directory will be used for storing the data. Inside
/ml-job-manager directory, SPECTRA directory is created, which will con-
tain LAMOST DR2 FITS files. Insert in /ml-job-manager/SPECTRA direc-
tory from B6001.zip and F5902.zip from the attachments. Do not change the
name of these directories. The path and directory name can be changed in the
.env file inside the ml-job-manager directory.
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Contents of the attachment

/
readme.txt ............................... brief description of content
src

modules..........................................analysis modules
ml-job-client.............................. front-end source code
ml-job-manager............infrastructure with integrated modules
thesis.......................source form of thesis in LATEX format

text.......................................................thesis text
thesis.pdf.............................thesis text in PDF format

datasets
training_data.h5...................................training data
pool_data.h5...........................................pool data

B6001............directory containing some LAMOST DR2 FITS files
F5902............directory containing some LAMOST DR2 FITS files
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