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The first step in wisdom is to know the things 
themselves, Carl Linnaeus

Classification and name-giving will 
be the foundation of our science.

Hierarchical classification of 
organisms based on similarities 
and differences



Classification of objects is a major driver in 
natural sciences

Morphological feature 
space



HR diagram: 2D-Stellar 
classification

Subspace of features

Ad hoc dimensionality 
reduction



Taxonomical classification

Feature space strongly 
affects clustering

● Morphological
● Genetic
● Eating habits
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Pre-Processing
Feature 
extraction/dimensionality 
reduction

Feature Selection

LASSO Ridge



Clustering methods



Scientific Case
Test a GMM to discriminate galaxies 
based on their ionization sources



Make it simple, but solid:
Exploit model-based GMM

● Soft classification
● Generative model
● Stability 
● Other Mixture 

models are possible: 
Gamma mixture, 
Poisson mixture, ...





Full solution



How to 
decide 

number of 
clusters?



Few internal validation methods



Explore sampling properties of GMMs to simulate 
synthetic data



Model-based clustering allows residual analysis



How to measure similarity  among  groups?





Linear Discriminant Analysis

Project groups into a lower 
dimensional subspace, while 
preserving their distances



Kullback-Leibler divergence-relative 
entropy

Measures how one probability 
distribution diverges from a second 
expected probability distribution



Visualize multiple 
associations

Chord diagrams--borrowed 
from Bioinformatics

Genomics



Statistical vs Astrophysical classes



An extra group spots the dichotomy  Seyfert/LINER

Seyferts

LINERs

Passive/Retired



Remarks

● Soft classification provides more realistic predictions, 

account for boundaries uncertainties;

● Generative models combined with spatial analysis  

provides a solid recipe to define  groups;

● External clustering validation  adds semantics to 

groups via previous domain knowledge.
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