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Abstract: The advances in technology of astronomical spectra acquisition resulted in an enormous amount of data available in
world-wide telescope archives. It is not feasible to analyse them using classical commonly used approaches and so the new astronomical
discipline, the Astroinformatics has emerged.
We describe the initial experiments in the �eld of investigation of spectral line pro�les of emission line stars using machine learning
with attempt to automatically identify Be and B[e] stars spectra in large archives and classify their types in an automatic manner.
Due to the expected size of spectra collections the dimension reduction techniques based on wavelet transformation are studied as well.
The results clearly justify that the machine learning is able to distinguish di�erent shapes of line pro�les even after drastic dimension
reduction.
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1 Introduction

The research in almost all natural sciences is facing
the �data avalanche� represented by exponential growth of
information produced by big digital detectors and large-
scale multi-dimensional computer simulations. The e�ec-
tive retrieval of a scienti�c knowledge from petabyte-scale
databases requires the qualitatively new kind of scienti�c
discipline called e-Science, allowing the global collaboration
of virtual communities sharing the enormous resources and
power of supercomputing grids[1, 2].
The emerging new kind of research methodology of con-

temporary astronomy � the Astroinformatics � is based
on systematic application of modern informatics and ad-
vanced statistics on huge astronomical data sets. Such
an approach, involving the machine learning, classi�cation,
clustering and data mining yields the new discoveries and
better understanding of nature of astronomical objects. It
is sometimes presented as new way of doing astronomy[3],
representing the example of working e-Science in astron-
omy. The application of methods of Astroinformatics in
some common astronomical tasks may lead to new interest-
ing results and di�erent view of the investigated problem.
We present a project focused on using machine learning of
large spectral data archives in the investigation of emission
line pro�les of Be and B[e] stars in attempt to �nd new such
objects .

1.1 Emission Line Stars

There is a lot of stellar objects that may show some im-
portant spectral lines in emission. The physical parame-
ters may di�er considerable, however, there seems to be the
common origin of their emission � the gaseous circumstel-
lar envelope in the shape of sphere or rotating disk. Among
the most common types belong Be stars, B[e] stars, pre-
main-sequence stars (e.g. T Tau and Herbig stars), Stars
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with strong stellar winds (like P Cyg or eta Carinae), Wolf-
Rayet stars, Novae and Symbiotic stars.

1.2 Be and B[e] Stars

The classical Be stars[4] are non-supergiant B type stars
whose spectra have or have had at some time, one or more
emission lines in the Balmer series. In particular the Hα
emission is the dominant feature in spectra of these objects.
The emission lines are commonly understood to originate
in the �attened circumstellar disk, probably of decretion
origin (i.e. created from material of central star), however
the exact mechanism is still unsolved. The Be stars are not
rare in the Universe: they represent nearly one �fth of all
B stars and almost one third of B1 stars[5].
The emission and absorption pro�les of Be stars vary on

di�erent time scales from years to fraction of a day and
they seem to switch between emission state and the state
of pure absorption spectrum indistinguishable from normal
B stars. This variability may be caused by the evolution
and disappearing of disk[4].
Similar strong emission features in Hα show the B[e]

stars[6], however they present as well forbidden lines of low
excitation elements (e.g. Iron, Carbon, Oxygen, Nitrogen)
and infrared excess (pointing to the presence of dusty en-
velope). The B[e] stars are very rare, mostly unclassi�ed,
so the new yet unknown members of this interesting group
are highly desirable.

1.3 Be Stars Spectra Archives

The spectra of Be and B[e] stars are dispersed world-
wide in many archives of individual telescopes and space
missions and most of them are still not yet made available
for public (namely archives of smaller observatories). The
largest publicly available collection of about ninety thou-
sand spectra of more than 900 di�erent stars represents the
BeSS database1 Disadvantage of such archive for machine

1http://basebe.obspm.fr
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learning purposes is its large inhomogeneity as it contains
randomly uploaded spectra from di�erent telescopes, vari-
ous kinds of spectrographs (both single order and echelle)
with di�erent spectral resolutions and various processing
applied from both amateurs and professional observers.
That's why we have used spectra from Ond°ejov 2m

Perek telescope of the Astronomical Institute of the
Academy of Sciences of the Czech Republic obtained by its
700mm camera in coudè spectrograph, which uses the same
optical setup for more than 15 years. It contains about ten
thousand spectra of di�erent stars in the same con�gura-
tion processed and calibrated according to the same recipe.
Most of them are spectra of about 300 Be and B[e] stars.
So it represents the largest homogeneous sample of spectra.

1.4 Motivation

By de�ning a typical property of a spectra (shape of con-
tinuum or presence of a type-speci�c spectral line), we will
be able to classify the observed sample. The appropriate
choice of classi�cation criterion will give us a powerful tool
for searching of new candidates of interesting kind.
As the Be stars show a number of di�erent shapes of

emission lines like double-peaked pro�les with or without
narrow absorption (called shell line) or single peak pro�les
with various wing deformations like e.g. �wine-bottle� [7]), it
is very di�cult to construct a simple criteria to identify the
Be lines in an automatic manner as required by the amount
of spectra considered for processing. However, even simple
criteria of combination of three attributes (width, height
of Gaussian �t through spectral line and the medium abso-
lute deviation of noise) were su�cient to identify interesting
emission line objects among nearly two hundred thousand
of SDSS SEGUE spectra[8].
To distinguish di�erent types of emission line pro�les

(which is impossible using only Gaussian �t) we propose
a completely new methodology, that seems to be not yet
used (according to our knowledge) in astronomy, although
it has been successfully applied in recent �ve years to many
similar problems like e.g. detection of particular EEG ac-
tivity. It is based on supervised machine learning of the set
of positively identi�ed objects. This will give some kind of
classi�er rules, which are then applied on a larger investi-
gated sample of unclassi�ed objects. In fact it is kind of
transformation of data from the basis of observed variables
to another basis in a di�erent parameter space, hoping that
in this new space the di�erent classes will be easily distin-
guishable. As the number of independent input parameters
has to be kept low, we cannot use directly all points of each
spectrum but we have to �nd a concise description of the
spectral features, however conserving most of the original
information content.
One of the quite common approaches is to make the

Principal Components Analysis (PCA) to get small basis
of input vectors for machine training. However, the most
promising method is the wavelet decomposition (or multi-
resolution analysis) using the pre-�ltered set of largest co-
e�cients or power spectrum of the wavelet transformation
of input stellar spectra in the role of feature vectors. This
method has been already successfully applied to many prob-
lems related to recognition of given patterns in input sig-
nal as is identi�cation of epilepsy in EEG data[9]. The

wavelet transformation is often used for general knowledge
mining[10] or a number of other applications. A nice review
was given by Li et al.[11]. In astronomy the wavelet trans-
formation was used recently for estimating stellar physi-
cal parameters from Gaia RVS simulated spectra with low
SNR[12]. However, they have classi�ed stellar spectra of all
ordinary types of stars, while we need to concentrate on
di�erent shapes of several emission lines which requires the
extraction of feature vectors �rst. In next chapters we de-
scribe several di�erent experiments with extraction of main
features in an attempt to identify the best method as well
as veri�cation of the results using both unsupervised (clus-
tering) and supervised (classi�cation) learning of both ex-
tracted feature vectors and original data points.

2 Experiment 1: Comparison of Dif-

ferent Wavelet Types on Simulated

Spectra

An important parameter of wavelet transformation is the
type of wavelet. The goal of this experiment is to compare
the e�ect of using di�erent types of wavelet on the results
of clustering. Extensive literature exists on wavelets and
their applications[13, 14, 15, 16, 17].
We tried to �nd the wavelet best describing the character

of our data, based on its similarity with the shape of emis-
sion lines. We were choosing from the set of wavelets avail-
able for DWT in Matlab, i.e. daubechies, symlets, coi�ets,
biorthogonal, and reverse biorthogonal wavelets family. We
chose two types of di�erent order from each family:

• daubechies (db): order 1, 4

• symlets (sym): order 6, 8

• coi�ets (coif): order 2, 3

• biorthogonal (bior): order 2.6, 6.8

• reverse biorthogonal (rbio): order 2.6, 5.5

2.1 Data

The experiment was performed on simulated spectra gen-
erated by computer. A collection of 1000 spectra was cre-
ated trying to cover as many emission lines shapes as pos-
sible. Each spectrum was created using a combination of
3 Gaussian functions with parameters generated randomly
within appropriately de�ned ranges, and complemented by
a random noise. The length of a spectrum is 128 points
which approximately corresponds to the length of a spec-
trum segment used for emission lines analysis. Each spec-
trum was then convolved with a Gaussian function, which
simulates an appropriate resolution of the spectrograph.

2.2 Feature Extraction

The DWT was performed in Matlab using the embedded
functions. The feature vector is composed of the wavelet
power spectrum computed from the wavelet coe�cients.

Wavelet power spectrum The power spectrum mea-
sures the power of the transformed signal at each scale of
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the employed wavelet transform. The bias of this power
spectrum was further recti�ed[18] by division by correspond-
ing scale. The normalized power spectrum Pj for the scale
j can be described by (1).

Pj = 2−j
∑
n

|Wj,n|2 , (1)

where Wj,n is the wavelet coe�cient of j-th scale of n-th
spectrum.

2.3 Clustering

Clustering was performed using k-means algorithm into
3-6 clusters. The silhouette method[19] was used for the
evaluation. Clustering was performed in 50 iterations and
the average silhouette values are presented as the results.

2.4 Results
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Figure 1 Correctness of clustering for 3, 4, 5, and 6 clusters using
di�erent types of wavelet

On Fig. 1 we can see, that there are minimal di�erences
in correctness of clustering using di�erent types of wavelet
(hundredths of units), which suggests the type of wavelet
has not a big e�ect on the clustering results.

3 Experiment 2: Comparison of Fea-

ture Vectors Using Clustering

In this experiment, we present a feature extraction
method based on the wavelet transform and its power spec-
trum, and an additional value indicating the orientation of
the spectral line. Both the discrete and continuous wavelet
transform are used. Di�erent feature vectors are created
and compared on clustering of Be stars spectra from the
Ond°ejov archive. The clustering is performed using the
k-means algorithm.

3.1 Data Selection

The data set consists of 656 samples of stellar spectra of
Be stars and also normal stars divided into 4 classes (66,
150, 164, and 276 samples) based on the shape of the emis-
sion line. From the input data, a segment with the Hα

spectral line is analyzed. The segment length of 256 pix-
els is chosen with regard to the width of the emission line
and to the dyadic decomposition used in DWT. Examples
of selected data samples typical for each of 4 classes are
illustrated in Fig. 2.
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Figure 2 Examples of selected data samples typical for each of 4
classes. Figs. (a), (b), and (c) are spectra of Be stars, Fig. (d)
is a normal star. In (a) there is a pure emission on Hα spectral
line, (b) contains a small absorption part (less than 1/3 of the
height), (c) contains larger absorption part (more than 1/3 of
the height). The spectrum of a normal star (d) consists of a pure
absorption.

3.2 Feature Extraction

The feature vector is composed of two parts:

1. set of features computed from wavelet coe�cients,

2. value indicating the orientation of the spectral line
(this information is lost in the wavelet power spec-
trum).

In this experiment, the wavelet transform was performed
in Matlab using the embedded functions, with the wavelet
"symlet 4".

Orientation of Spectral Line The information about
the orientation of a spectral line is lost in the wavelet power
spectrum coe�cients. Two data samples with the same
shape but opposite orientation of the spectral line would
yield the equal wavelet power spectrum. Therefore this in-
formation must be added into the feature vector. We want
to distinguish whether a spectral line is oriented up (emis-
sion line) or down (absorption line), so we use one positive
and one negative value. The question is, which absolute
value to choose. In this experiment, we have tried three
values: 1, 0.1, and the amplitude of a spectral line, mea-
sured from the continuum of value 1.
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N largest coe�cients As we do not have any reference
method of feature extraction from Be stars for comparison,
we compare our results with a common method of feature
extraction from time series using wavelets, which keeps N
largest coe�cients of wavelet transform and the rest of the
coe�cients are set to zero[20]. In experiments, N = 10 was
used. In this feature extraction technique, the orientation
of a spectral line is not added to the feature vector, as the
wavelet coe�cients do contain the information about the
orientation and the amplitude of a spectral line.

Feature Vectors Di�erent kinds of feature vectors were
created from resulting coe�cients of the wavelet transform
and used for comparison:

1. Spectrum: original spectrum values, normalized to
range [0,1]. (In this case the DWT coe�cients are not
used.)

2. Approximation: DWT approximation coe�cients,
normalized to range [0,1].

3. Approximation + detail: DWT approximation and
detail coe�cients of the last level, normalized to range
[0,1].

4. 10 largest coefs: 10 largest absolute values of coe�-
cients, normalized to range [-1,1].

5. 20 largest coefs: 20 largest absolute values of coe�-
cients, normalized to range [-1,1].

6. DWPS + orientation 1: one part of a feature vector
is the wavelet power spectrum of DWT, normalized so
that its total energy equals to 1. Second part of a
feature vector is a value indicating the orientation of a
spectral line � lines oriented up have the value 1, lines
oriented down have the value −1.

7. DWPS + orientation 0.1: the same as the previous
one, except the absolute value of orientation 0.1.

8. DWPS + amplitude: one part of a feature vector is
normalized wavelet power spectrum as in the previous
case. The second part is the amplitude of the spectral
line measured from the continuum of value 1.

9. CWPS 16 + orientation 1: wavelet power spec-
trum (normalized) of CWT performed with 16 scales.
The same orientation as in the previous cases with
DWPS.

10. CWPS 8 + orientation 1: wavelet power spectrum
(normalized) of CWT performed with 8 scales. The
same orientation as in the previous case.

3.3 Clustering

The k-means algorithm in Matlab was used for clustering.
Squared Euclidean distance was used as a distance measure.
Clustering was repeated 30 times, each iteration with a new
set of initial cluster centroid positions. K-means returns
the solution with the lowest within-cluster sums of point-
to-centroid distances.

3.4 Evaluation

We proposed an evaluation method utilizing our knowl-
edge of ideal classi�cation of spectra based on a manual
categorizing.
The principle is simply to count the number of correctly

classi�ed samples. We have 4 target classes and 4 output
classes, but the problem is we do not know which output
class corresponds to which target class. So �rst we need to
map the output classes to the target classes, i.e. to assign
each output class a target class. This is achieved by creating
the correspondence matrix, which is a square matrix of a
size of a number of classes, and where the element on a
position (i, j) corresponds to the number of samples with
an output class i and a target class j. In a case of a perfect
clustering, all values besides the main diagonal would be
equal to zero.
Now we �nd the mapping by searching for the maximum

value in the matrix. The row and the column of the maxi-
mum element will constitute the corresponding pair of out-
put and target class. We set this row and column to zero
and again �nd the maximum element. By repeating this
process we �nd all corresponding pairs of classes. The max-
imum values correspond to correctly classi�ed samples. So
now we simply count the number of correctly classi�ed sam-
ples by summing all maximum values we used for mapping
the classes. By dividing by the total number of samples we
get the percentual match of clustering which is used as a
�nal evaluation.

3.5 Results
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Figure 3 The match of the clustering using di�erent feature vec-
tors

Fig. 3 shows the percentual match of the clustering for
di�erent kinds of feature vectors. The numbers of feature
vectors in the �gure correspond to the numbers in the num-
bered list in 3.2.
The best results are given by the last feature vector con-

sisting of the continuous wavelet power spectrum calculated
from 8 scales of CWT coe�cients, and the value represent-
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ing the orientation of the Hα line with absolute value of 1.
The match is 14% higher than the best result of a feature
vector without WPS. Also the results of all other feature
vectors containing WPS are better than the feature vectors
without WPS.

4 Experiment 3: Comparison of Fea-

ture Vectors Using Classi�cation

In this experiment, we propose several feature extraction
methods based on the discrete wavelet transform (DWT).
The data set is the same as in the previous experiment, but
in addition the known target classes of spectra (manually
assigned) are used for training. A small segment containing
the Hα line is selected for feature extraction. Classi�cation
is performed using the support vector machines (SVM). The
results are given by the accuracy of classi�cation.

4.1 Feature Extraction

In this experiment, the wavelet transform was per-
formed using the Cross-platform Discrete Wavelet Trans-
form Library[25]. The selected data samples were decom-
posed into J scales using the discrete wavelet transform
with CDF 9/7[21] wavelet as in (2). This wavelet is em-
ployed for lossy compression in JPEG 2000 and Dirac com-
pression standards. Responses of this wavelet can be com-
puted by a convolution with two FIR �lters, one with 7 and
the other with 9 coe�cients.

Wj,n = 〈x, ψj,n〉 (2)

On each obtained sub-band, the following descriptor was
calculated forming the resulting feature vector as (3). The
individual methods are further explained in detail.

v = {vj}1≤j<J (3)

Wavelet power spectrum It is described in 2.2.

Euclidean norm The Euclidean or `2 norm is the intu-
itive notion of length of a vector. The norm for the speci�c
sub-band j can be calculated as ‖Wj‖2 by (4).

‖Wj‖2 =

(∑
n

|Wj,n|2
)1/2

(4)

Maximum norm Similarly, the maximum or in�nity
norm can be de�ned as maximal value of DWT magnitudes
(5).

‖Wj‖∞ = max
n
|Wj,n| (5)

Arithmetic mean The mean (6) is the sum of a wavelet
coe�cientsWj at the speci�c scale j divided by the number
of coe�cients there. In this paper, the mean is de�ned as
the expected value with respect to the method bellow.

µj = E [Wj ] (6)

Standard deviation The standard deviation (7) is the
square root of the variance of the speci�c wavelet sub-band
at the scale j. It indicates how much variation exists from
the arithmetic mean.

σj =
(
E
[
(Wj − µj)2

])1/2
(7)

4.2 Classi�cation

Classi�cation of resulting feature vectors was performed
using the support vector machines (SVM)[22]. The li-
brary LIBSVM[23] was employed. The radial basis function
(RBF) was used as the kernel function.
There are two parameters for a RBF kernel: C and γ. It

is not known beforehand which C and γ are best for a given
problem, therefore some kind of model selection (parameter
search) must be done. A strategy known as �grid-search�
was used to �nd the parameters C and γ for each feature
extraction method. In grid-search, various pairs of C and γ
values are tried, each combination of parameter choices is
checked using cross-validation, and the parameters with the
best cross-validation accuracy are picked. We have tried
exponentially growing sequences of C = 2−5, 2−3, . . . , 215

and γ = 2−15, 2−13, . . . , 23). Finally, values C = 32 and
γ = 2 had the best accuracy. For cross-validation, 5 folds
were used.
Before classi�cation, scaling of feature vectors (before

adding the orientation) was performed to the interval [0, 1].

4.3 Results

The results are obtained for di�erent feature extraction
techniques by the accuracy of classi�cation. For compari-
son, a feature vector consisting of the original values of the
stellar spectrum without the feature extraction was also
used for classi�cation. The results are given in Fig. 4.
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Figure 4 Accuracy of classi�cation for di�erent feature extraction
methods

The results of all feature extraction methods are com-
parable with satisfying accuracy approaching the accuracy
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of a feature vector consisting of the original values of the
stellar spectrum without the feature extraction. Moreover,
the results are signi�cantly better than in the case of the
common method of feature extraction from time series us-
ing wavelets � keeping N largest coe�cients of the wavelet
transform, which has been chosen for comparison.
The best results are given by the feature extraction using

the wavelet power spectrum, where the accuracy is even
higher than in the case of the original data without the
feature extraction.

5 Experiment 4: Classi�cation With-

out Feature Extraction

The aim of this experiment is to test if it is possible
to train machine learning algorithm (Support Vector Ma-
chine in this case) to discriminate between manually se-
lected groups of Be stars spectra.

5.1 Data Selection

Training set consists of 2164 spectra from Ond°ejov
archive divided into 4 distinct categories based on the re-
gion around Balmer H-alpha line (which is interesting re-
gion for that type of stars). The spectra were normalized
and trimmed to 100Å around H-alpha. So we get samples
with about eight hundred points. Numbers of spectra in
individual categories are following:

category count
1 408
2 289
3 1366
4 129

For better understanding of the categories characteristics
there is a plot of 25 random samples in the Fig. 5 and
characteristics spectrum of individual categories created as
a sum of all spectra in corresponding category in the Fig. 6.
PCA (Principal component analysis) was also performed

to visually check if there is a separation (and therefore a
chance) to discriminate between individual classes. See the
Fig. 7. As it is seen, the cluster on the left (around 0,0)
seems to contain the mixture of several classes (see the de-
tail in Fig. 8). It is the proof that simple linear feature ex-
traction like PCA cannot distinguish between some visible
shapes and it con�rms, that the more appropriate method
has to take into account both global large-scale shape and
small details of certain features. This is exactly what the
multi-resolution scalable method like DWT is doing.

5.2 Classi�cation

Classi�cation was performed using the support vector
machines (SVM)[22] with the library scikit-learn[24] and
IPython interactive shell. The radial basis function (RBF)
was used as the kernel function.
To �nd optimum values of parameters C and γ, the grid-

search was performed with 10-fold cross-validation with
samples size = 0.1. The results are in Table 1. Based
on this result, values C = 100.0 and γ = 0.01 were used in
following experiments.

idx: 1646, Class: 3 idx: 55, Class: 1 idx: 339, Class: 1 idx: 2148, Class: 3 idx: 1607, Class: 3

idx: 1819, Class: 3 idx: 211, Class: 1 idx: 1986, Class: 3 idx: 1527, Class: 3 idx: 925, Class: 3

idx: 2024, Class: 3 idx: 1926, Class: 3 idx: 212, Class: 1 idx: 678, Class: 2 idx: 1407, Class: 3

idx: 1792, Class: 3 idx: 901, Class: 3 idx: 701, Class: 4 idx: 79, Class: 1 idx: 1237, Class: 3

idx: 893, Class: 3 idx: 1665, Class: 3 idx: 861, Class: 3 idx: 1811, Class: 3 idx: 42, Class: 1

Figure 5 Random samples from all categories

Figure 6 Characteristic spectrum of individual categories created
as a sum of all spectra in corresponding category

5.3 Results

Mean score was 0.988 (+/-0.002). There is a detailed
report (now based on test sample=0.25) in Table 2.

Learning curve is an important tool which help us un-
derstand the behaviour of the selected model. As you can
see in Fig. 9 from about 1000 samples there is not big
improvement and there is probably not necessary to have
more than 1300 samples. Of course this is valid only for
this model and data.

Miss-classi�cation There were only seven miss-
classi�ed cases (based on testsize= 0.25). The Fig. 10
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Figure 7 PCA separation of individual classes. The symbols in
the legend represent di�erent categories of the line shapes from
Fig. 6.

Table 1 Results of the grid-search

parameters score
C=100.0, gamma=0.01: 0.985 (+/-0.003) *
C=10.0, gamma=0.1: 0.978 (+/-0.003) *
C=100.0, gamma=0.1: 0.977 (+/-0.004) *
C=10.0, gamma=0.01: 0.973 (+/-0.002)
C=1.0, gamma=0.1: 0.970 (+/-0.003)
C=100.0, gamma=0.001: 0.969 (+/-0.002)
C=1.0, gamma=1.0: 0.966 (+/-0.003)
C=10.0, gamma=1.0: 0.965 (+/-0.004)
C=100.0, gamma=1.0: 0.965 (+/-0.004)
C=1.0, gamma=0.01: 0.958 (+/-0.002)
C=10.0, gamma=0.001: 0.956 (+/-0.003)
C=100.0, gamma=0.0001: 0.953 (+/-0.003)
C=0.1, gamma=0.1: 0.929 (+/-0.005)
C=10.0, gamma=0.0001: 0.915 (+/-0.004)
C=1.0, gamma=0.001: 0.914 (+/-0.003)
C=0.1, gamma=0.01: 0.908 (+/-0.003)
C=0.1, gamma=1.0: 0.885 (+/-0.004)
C=1.0, gamma=0.0001: 0.811 (+/-0.003)
C=0.1, gamma=0.001: 0.811 (+/-0.003)
C=0.1, gamma=0.0001: 0.785 (+/-0.003)

shows that spectra. It is seen that the boundary between
classes is sometimes very thin � e.g. the small distortion
of peak is considered as a double peak pro�le or deeper
absorption masks the tiny emission inside it. But these are
cases where the human would have same troubles to decide
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Figure 8 Detailed view of PCA cluster around 0,0

Table 2 Results of classi�cation

class precision recall f1-score support
1 0.98 0.96 0.97 100
2 0.95 0.97 0.96 72
3 1.00 1.00 1.00 341
4 0.96 0.96 0.96 28

avg/total 0.99 0.99 0.99 541

the about the right class. In general the performance of
machine learning is very good and proves, that it is a viable
approach to �nd desired objects in current petabyte-scaled
astronomical collections.

6 Conclusion

This paper describes the initial experiments in the �eld
of investigation of spectral line pro�les of emission line stars
using machine learning with attempt to automatically iden-
tify Be and B[e] stars spectra in large archives and clas-
sify their types in an automatic manner. Due to the ex-
pected size of spectra collections the dimension reduction
techniques based on wavelet transformation are studied as
well.
The results clearly justify that the machine learning is

able to distinguish di�erent shapes of line pro�les even after
drastic dimension reduction.
In future work, we will compare di�erent classi�cation

methods and use the results for comparison with the clus-
tering results. Based on this, we will try to �nd the best
clustering model and its parameters, which will then be pos-
sible to use for clustering of all spectra in Ond°ejov archive,
and possibly to �nd new interesting candidates.
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Figure 10 The miss-classi�ed samples

Acknowledgement

We would like to acknowledge the help of Omar Lau-
rino from Harvard-Smithsonian Center for Astrophysics and
Massimo Brescia and Giuseppe Longo from the DAME
team of university of Naples for the original ideas this re-
search is based on as well as patience of Jaroslav Zendulka,
supervisor of P.B.

References

[1] Y. Zhao, I. Raicu, and I. Foster. Scienti�c Work�ow
Systems for 21st Century e-Science, New Bottle or New
Wine? arXiv:0808.3545, 2008.

[2] Y. Zhang, H. Zheng, and Y. Zhao. Knowledge discov-
ery in astronomical data. In SPIE Conference, volume
7019, 2008.

[3] K. Borne et al. Astroinformatics: A 21st Century Ap-
proach to Astronomy. In astro2010: The Astronomy

and Astrophysics Decadal Survey, volume 2010 of As-
tronomy, page 6P, 2009.

[4] J. M. Porter and T. Rivinius. Classical Be Stars. Publi-
cations of the Astronomical Society of the Paci�c, 115:
1153�1170, 2003.

[5] J. Zorec and D. Briot. Critical study of the frequency
of Be stars taking into account their outstanding char-
acteristics. Astronomy and Astrophysics, 318:443�460,
1997.

[6] F.-J. Zickgraf. Kinematical structure of the circum-
stellar environments of galactic B[e] -type stars. As-

tronomy and Astrophysics, 408:257�285, 2003.
[7] R. W. Hanuschik, W. Hummel, E. Sutorius, O. Di-

etle, and G. Thimm. Atlas of high-resolution emission
and shell lines in Be stars. Line pro�les and short-term
variability. Astronomy and Astrophysics Supplement

Series, 116:309�358, 1996.
[8] P. �koda and J. Váºný. Searching of New Emission-

Line Stars using the Astroinformatics Approach. In
P. Ballester, D. Egret, and N. P. F. Lorente, edi-
tors, Astronomical Data Analysis Software and Sys-

tems XXI, volume 461 of Astronomical Society of the

Paci�c Conference Series, page 573, 2012.
[9] P Jahankhani, K Revett, and V Kodogiannis. Data

mining an EEG dataset with an emphasis on dimen-
sionality reduction. In 2007 IEEE Symposium on Com-

putational Intelligence and Data Mining, Vols 1 and 2,
pages 405�412. IEEE, 2007.

[10] M. Murugappan, R. Nagarajan, and S. Yaacob, Com-
bining Spatial Filtering and Wavelet Transform for
Classifying Human Emotions Using EEG Signals.
Journal of Medical and Biological Engineering, 31(1):
45�51, 2011.

[11] Tao Li, Qi Li, Shenghuo Zhu, and Mitsunori Ogi-
hara. A survey on wavelet applications in data mining.
SIGKDD Explorations Newsletter., 4:49�68, 2002.

[12] M. Manteiga, D. Ordóñez, C. Dafonte, and B. Arcay.
ANNs and Wavelets: A Strategy for Gaia RVS Low
S/N Stellar Spectra Parameterization. Publications of
the Astronomical Society of the Paci�c, 122:608�617,
May 2010.

[13] S. Mallat. A Wavelet Tour of Signal Processing, Third

Edition: The Sparse Way. Academic Press, 3rd edi-
tion, 2008.

[14] I. Daubechies. Ten lectures on wavelets. CBMS-NSF
regional conference series in applied mathematics. So-
ciety for Industrial and Applied Mathematics, 1994.

[15] G. Kaiser. A friendly guide to wavelets. Birkhäuser,
1994.

[16] Y. Meyer and D.H. Salinger. Wavelets and Operators.
Number sv. 1 in Cambridge Studies in Advanced Math-
ematics. Cambridge University Press, 1995.

[17] G. Strang and T. Nguyen. Wavelets and �lter banks.
Wellesley-Cambridge Press, 1996.

[18] Y. Liu, X. San Liang, and R. H. Weisberg. Recti�ca-
tion of the bias in the wavelet power spectrum. Journal
of Atmospheric and Oceanic Technology, 24(12):2093�
2102, 2007.



P. Bromová et al. / Classi�cation of Spectra of Emission Line Stars using Machine Learning Techniques 9

[19] P. J. Rousseeuw. Silhouettes: A graphical aid to the
interpretation and validation of cluster analysis. Jour-
nal of Computational and Applied Mathematics, 20(0):
53 � 65, 1987.

[20] T. Li, S. Ma, and M. Ogihara. Wavelet methods in
data mining. In Oded Maimon and Lior Rokach, edi-
tors, Data Mining and Knowledge Discovery Handbook,
pages 553�571. Springer, 2010.

[21] A. Cohen, I. Daubechies, and J.-C. Feauveau.
Biorthogonal bases of compactly supported wavelets.
Communications on Pure and Applied Mathematics,
45(5):485�560, 1992.

[22] C. Cortes and V. Vapnik. Support-vector networks.
Machine Learning, 20(3):273�297, 1995.

[23] Chih-Chung Chang and Chih-Jen Lin. LIBSVM: A
library for support vector machines. ACM Transac-

tions on Intelligent Systems and Technology, 2:27:1�
27:27, 2011. Software available at http://www.csie.

ntu.edu.tw/~cjlin/libsvm.
[24] F. Pedregosa et al., Scikit-learn: Machine learning in

Python. Journal of Machine Learning Research, 12:
2825�2830, 2011.

[25] D. Ba°ina and P. Zem£ík, A Cross-platform Dis-
crete Wavelet Transform Library: Software avail-
able at http://www.fit.vutbr.cz/research/view_

product.php?id=211

Pavla Bromová received her B. Sc. de-
gree in Information technologies and M. Sc.
degree in Intelligent systems from the Faculty
of Information Technologies, Brno Univer-
sity of Technology, Czech Republic, in 2007
and 2010, respectively. Currently, she is a
Ph.D. student in the Department of Infor-
mation Systems at the Faculty of Information
Technologies, Brno University of Technology,
Czech Republic.

Her research interest covers data mining, dimension reduction,
and their applications in astrophysics.

E-mail: ibromova@�t.vutbr.cz (Corresponding author)

Petr �koda graduated with honours in
astrophysics at the Faculty of Mathemat-
ics and Physics, Charles University, Prague,
Czechoslovakia in 1987 and received the
Ph.D. equivalent title CSc. (Candidatus Sci-
entarum) in astrophysics at the same faculty
in 1996. Since the end of 1987 a postgradu-
ate student and since 1989 the sta� member
of the Stellar department of the Astronomi-
cal Institute of the Czechoslovak Academy of

Sciences in Ond°ejov, where he has been working up to now.
Author and co-author of more than 100 publications and co-

author of several standards of Virtual Observatory. His research
�eld includes the stellar optical spectroscopy and modern astro-
nomical instrumentation in general, however, his strongest inter-
est is focused on Big-data realm of astronomical data archives,
the Virtual Observatory and Astroinformatics.

Dr. �koda is a member of the International Astronomical
Union and several working groups of International Virtual Ob-
servatory Alliance (IVOA) as well as an external supervisor and
consultant at main Czech faculties of informatics.

E-mail: skoda@sunstel.asu.cas.cz

Jaroslav Váºný Obtained a Certi�ed
Specialist degree (DiS) in Computer Sci-
ence in 2000 at SP�E Pardubice and used
to work as a Senior Developer in In�-
neon Technologies in Germany, USA and
Malaysia. Later started the studies of as-
trophysics and received B. Sc. and M. Sc.
degrees in astrophysics at the Faculty of
Science, Masaryk University, Brno, Czech
Republic in 2008 and 2011 respectively.

Since then is a PhD. student of this faculty working on his the-
sis part-time at Stellar Dept. of Astronomical Institute of the
Academy of Sciences of the Czech Republic in Ond°ejov.

He had participated in several summer schools about Virtual
Observatory, astronomical data mining and advanced astrostatis-
tics and was working as CERN Summer Student. In 2012 he
obtained the certi�cate of successful �nishing of Coursera inter-
net course of machine learning given by prof. Ng. at Standford
university.

Research interest of Mgr. Váºný is focused on big data mining
and application of machine learning in astronomy as well as on
quantum physics and cosmology.

E-mail: jaroslav.vazny@gmail.com


